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Abstract 
 
The paper deals with an optimization of dynamic stochastic systems. Because of point’s decision of 
optimization problem for stochastic system is insufficient, the original statement of the problem is proposed. 
A special method for a search of region of efficiency in input parameters space, in which values of indices of 
quality are better, then in other regions, is discussed. It’s named as 

LP -search with averaging. The paper 

involves method’s description and contains an example of its application for illustration an approach for 
optimization problems solving. 

LP -search with averaging proposes approximate solution for problem of 

searching of the region of efficiency in input parameters space, in which values of indices of quality of 
complicated system, given in form of imitation statistical model, have better values than in other regions. 
Such decision of optimization problem is usually named as “rational” decision of optimization problem, which 
allows defining only local extremum but not global extremum. Algorithms of identification may be used as 
profitable tools for describing the region of efficiency. Special program package is created for this purpose. It 
involves 53 algorithms of recurrent identification plus the basic modifications of these algorithms and it may 
analyze selections from imitation experiments by means of 47 criteria for time-varying multivariable linear 
dynamic object.  
 
Keywords: Dynamic Stochastic System; Modeling; Monte-Carlo Simulation; Parameter Estimation; 
Optimization-Simulation; Algorithms of Identification; Multi parameter Multi criteria Optimization; 
Telecommunication System 

 

1. Introduction 
 
Let’s suppose that for system under investigation input parameters and system’s characteristics 
(indices of quality) are represented as points in multi measure spaces with given dimensionality. 
Real stochastic process may have accidental emissions which form a region in space of input 
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parameters with stable averaging values of indices of quality better than in other closes region. 
There for it is possible to assume that for dynamic stochastic system optimization problems solving 
must be defined extremal characteristics not in the form of point’s decision but in the form of 
region in space of input parameters. Very often complicated dynamic stochastic systems are 
adequately described by means of imitation statistical models. A description of region with 
extremal values of indices of quality, named as region of efficiency, may be found only by means of 
imitation experiments as an approximate presentation. 
 
For accelerating of numerical calculations a fast examination of applicable domain of functions 
describing system’s indices of quality is needed. It follows there from that values of indices of 
quality must be examined in points with uniform distribution in applicable domain of indices of 

quality. Now LP -sequence’s points or Sobol’ sequence’s points have the best quality of uniformity 

revision of space of system’s parameters and allows overlooking a set of point with the various 
values of coordinates, i.e. with various values of systems parameters, at reasonable time. As a result 
different variants of system with various values of parameters will be tested. Naturally, rigorous 
solution isn’t possible for this optimization problem but partial solution of the optimization 
problem, i.e. “rational” solution, may be defined. 
 
Another shortage of this solution connects with necessity of realization of significant quantity of 
imitation experiments in proposed procedure of searching of “rational” solution. Only significant 
quantity of variants of solution will give approximation of the region of efficiency. Unfortunately 
layout of “rational” solution is unknown at the initial moment of investigation. 
 
An optimization problem with simulation models using was considered in detail in reports 
(Antonova, 2002; Antonova, 2003; Antonova and Tsvirkun, 2005; Antonova, 2006; Antonova, 2007; 
Antonova, 2011; Antonova, 2012; Antonova, 2013). Special instruments – uniform random 

sequence or LP sequence – help successfully solve this problem. This method of optimization-

simulation is named as LP - search with averaging. A structure scheme of multistage procedure of 

region of efficiency definition algorithm is told circumstantially and discussed in (Antonova, 2007; 
Antonova, 2013). 
 
The paper is organized as follows. In Section 2 the statement of optimization problem is formulated 
and a peculiarity of the identification approach is considered. Section 3 is devoted to the main 

advantage of proposed LP - search with averaging method, which allowed solving optimization 

problem with continues criterion using. Section 4 contains detailed presentation of the 
identification approach for region of efficiency recognition. Section 5 provides the simulation 
results and example of identification approach realization. Finally, brief conclusions are given in 
Section 6. 
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2. Statement of the Optimization Problem in LP  - Search with 

Averaging 
 

Statement of the multi-parameter multi-criteria optimization problem for LP -search with 

averaging was many times on the table in (Antonova, 2002; Antonova, 2006; Antonova, 2007; 
Antonova and Tsvirkun, 2005; Antonova, 2011; Antonova, 2013) and it was chosen in the following 

form. A set of indices of quality at system’s output J,j,K j 1  is given in the form of 

multidimensional integrals:   
 

  




0

1

G

Gjj J,j,dtdd)),t((w)),t((fK



 ,   (1) 

where J is the total number of indices of quality characterizing the considered object, G – the region 
of efficiency which is estimated in the process of searching a solution of optimization problem,   - 

the domain of variation of values of stochastic parameters, )),t((f j   - the function describing 

the j-th quality index, )t(  - input parameters vector with dimensionality 1n ,   - external and 

internal stochastic noise vector with dimensionality 2n , t – time, 

 

     

G

G dd),(w/),(w),(w



       (2) 

the distribution density, normalized relatively the region G, ),(w   - the distribution density 

satisfying the condition: 
 

    1 


 

 dd),(w .      (3) 

 
Optimization problem for arbitrary area of study may have approximate solution if algorithm for 
calculation of point’s sequences from the domain of extremum displacing may be created. 
 
After series of imitation experiments a set of points will be chosen and description of the domain 

of extremum displacing will be formulated as a solution for problem of definition region of 

efficiency in input parameters space, in which values of indices of quality are better, then in 

other regions. An estimation of index of quality will be offered in form of mean from all values 

of index of quality involved in such set. 

 
It is obvious that imitation statistic model must be created and checked on adequacy for real object 
at the first stage of investigation. After simulation in chosen space of input parameters optimization 
problem’s solution may be found in form of series of subsequences of points for experiments 
realization. It is as follows: 
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li GGGG L,...,L,...,L,L

21
,       (4) 

where iG  is i-th imagination about form of the region of efficiency. 

 
However the procedure of decision search will be over only when concrete subsequence is chosen 
and the approximation rules for definition of all points of such subsequence will be found. It will 
allow predicting a membership to the region of efficiency for every new point from space of input 
parameters choosing for imitation experiments conducting. 
 
There are many ways to realize this demand even in view of stochastic nature of object. For 
example, a few models for decision-making are widely used in practice. It is model of definition an 
admitted region, which may give multi measure parallelepipeds in space of parameters, model of 
minimal cover, which may help to construct sphere with minimal radius involved all chosen points. 
The most remarkable decision is an appropriate formula. An application of pattern recognition 
methods is possible and may give a good solution of optimization problem according to (Antonova, 
2006; Antonova, 2012; Antonova, 2013). All methods, which are suitable for creation of decision, 

will be useful. Because of the principal singularity of approximation for a set of points, after LP - 

search with averaging the main task consists in testing of every new point from space of 
parameters and it demands many efforts in organization of imitation experiments. In such situation 
an application of identification methods may be ideal solution. 
 
Identification approach shows that modern methods and algorithms of identification may be used 
in recognition of the region of efficiency which is unknown at initial stage of investigation. Now day 
there are well-known over the scientific World the results of (Isermann, 1981; Isermann and 
Münchhof, 2011; Ljung and Soderstrom, 1982; Ljung, 1999; Tsypkin, 1984) and a set of algorithms 
from MATLAB software (MATLAB, 2011). 
 
For approximation of the region of efficiency, created after imitation experiments according to 

LP - search with averaging, at the first stage it is need to check characteristics of identification 

algorithms for complete selection. The purpose of this investigation consists in definition of 
accordance of identification model to peculiarities of dynamic stochastic system. Furthermore the 

results of LP - search with averaging in form of series of subsequences of points for the region of 

efficiency recognition are converted to input signals for a set of identification algorithms, involved 
in special program package. The purpose consists in choice of the identification algorithm with 
minimal error, which may be considered as description of unknown function, giving the expression 
of function approximating the region of efficiency for system under investigation. It will be the 
second stage of investigation. 
 

3. LP  - Search with Averaging for Multi Parameter Multi 

Criteria System Optimization  
 

The algorithm of LP - search with averaging is also suitable for solution of wide known 

optimization problem in complicated devices design. 
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The index of quality for most complicated variants of optimization problem may be given in 
continuous form. Such kind of criterion often realizes in different problems of technical design. A 
criterion, for example, may describe such function as gain frequency characteristic. In this case for 
constructing the algorithm of problems solving a continuous criterion must be replaced by means 
of vector’s criterion, i.e. a set of separate points replaces continues curve. The procedure of 
discretization of continuous curve have enormous significant. It allows adequately reform 
continuous set of points into vector, composed from separate points, components of vector’s 
criterion. These components in the imitation experiments have the common procedure of 
calculation of values of components of criterion in every chosen point of space of parameters. So an 
infinite set of points of continuous curve will be replaced by means of a finite set of point’s criteria.  
Components of vector’s criterion may be described as follows: 
 

cj nJJjCK  ,1, ,  

where j is the number of component of vector’s criterion characterizing the continuous criteria CK, 

ʩn  - dimensionality of vector’s criterion, discretized continuous criterion. Naturally, the quality and 

adequacy of such representation is checked additionally. 
 
A set of limitations for every separated point’s criterion must be formulated preliminary. If there 
are several continuous criteria are chosen, for every continuous criterion special vector’s criterion 
must be formulated. 
 

The dimensionality of space of coordinates of LP - sequence was defined for significance, equal 50, 

in (Sobol’, 1990). So the procedures of calculation for optimization problem with continuous 
criterion using must be parallelized. Thanks to increasing of processing speed necessary volume of 
imitation experiments may be realized. 
 

The problem statement involves definitions for every discretized continuous criterion. It demands 
defining such form of systems structure and values of systems parameters, which ensure joint 
extremum for the set of criteria  

 

J,j,K j 1  - point’s criteria,      (5) 

cj nJJjCK  ,1,  - components of vector’s criterion   (6) 

with dimensionality cn , found by means of discretization initial continuous index. 

 
After optimization problems solution the region of efficiency must be defined. A set of 

conditions must be fulfilled in it: 

 

   q,j,K(G)K zjj 1 ,       (7) 

   J,qj,K)G(K zjj 1 ,      (8) 
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ctjjbj nJJjCKCKCK  ,1, ,     (9) 

where jzK  - boundary value of point’s criteria, bjK  - bottom value of components of continuous 

criterion, tjK  - top value of components of continuous criterion. As well as values of indices of 

quality in the region of efficiency must be better, then in others possible domains. Generally the 
process of solving of the problem must be over when the estimate of the region of the Euclidean 
space or the set of estimates from the space of estimates with given metric (Antonova, 2007; 
Antonova, 2011; Antonova, 2013) will be determined. According to conditions (9) vector’s criterion 
components derived from procedure of continuous criterion dicretization must settled in bounds 
with preset values. The discrete image of continuous index must have initial form and must save 
peculiarities of the shape of continuous curve in hole with all its needed features. 
 
On the analogy with the statement of the optimization problem for point’s criteria case joint 
extremum of indices of quality must have a view of the region of efficiency in input parameters 
space, in which values of indices of quality are better, then in other domains. It is defined in the 
sense of decision of multi criteria optimization problem. 
 

For LP - search with averaging existence and convergence of solution are proved in (Antonova, 

2007; Antonova, 2013) . 
 

4. Identification Approach for Region of Efficiency Recognition 
 
The problem under consideration has a set of peculiarities connected with using of imitation 
statistical model of system. Program package (Makarov, 2013) realizes a choice of suitable 
identification algorithm for adaptive control of nonlinear system with stationary input signals and 
nonstationary system’s parameters. Linear autoregressive equations were chosen for description of 
system. So the control perturbation is realized, model’s coefficients change very slow and 
parametric identification is fulfillment. System under consideration may be arbitrary complicated 
technical system. It doesn’t necessarily to be automatic control system and there is no controller in 
real scheme. Because of model of system under consideration may be bad formalized and it is 
presented adequately by means of imitation statistical model, program package works with 
selection from imitation experiments and tests virtual control function according to input and 
output signals from selection. It allows checking different identification algorithms for linear 
autoregressive model with nonstationary coefficients and choosing description for system under 
consideration according to model realized in program package. This description will be brought 
into line with selection in the best way. 
 
Data, a set of checking models, criteria for best model definition are necessary elements for creating 
identification model on the base of observational data according to (Antonova and Makarov, 2013). 
In the case under consideration data are the results of imitation experiments and quality of these 
data depends from quality of an imitation statistical model of object under simulation. An imitation 
statistical model must be similar to real object but identical reproduction is not possible. An 
imitation statistical model of complicated system should have main functions coincident with real 
object, but an object’s structure may be differ and a formalized description have to provide only 
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similarity in functioning but not complete repetition of object’s structure. The way of data 
accumulation is equal to procedures using in passive experiment usually.  
 

A fixed sample may be doubled after quantity of points of LP -sequence will be doubled and points 

of experiments will probe initial domain with doubled compactness according to (Sobol’, 1969). 
The statistical sample after imitation experiments has properties analogous to properties of usual 
statistical sample after experiments with real objects. 
 
The set of identification model are very diverse. The majority of modern identification algorithms 
are based on least squares parameter estimation and some its modifications. The great attention is 
paid now to different iterative methods (Zirov and Makarov, 2011). They possess a number of 
advantages. They have simple realization, the big speed of calculation, possibility of reception of 
consistent error of estimations and some others. 
 
The software package has been created for comparison of existent identification algorithms by 
modeling. It involves some program’s modules. It allows widening and inclusion of others effective 
algorithms. All considered identification algorithms represent nonlinear functions; therefore 
calculation of analytical estimations for the majority of algorithms has considerable difficulties. 
Analytical models of objects for practical applications usually have a high order of differential or 
difference equations and a quantity of input parameters is arbitrary. For reception of convincing 
results on the basis of computational modeling it is necessary to have the possibility to receive 
enough quantity of various input signals and the possibility to consider various types time-varying 
parameters. Current version of package realizes the modeling of probabilistic distributions of input 
signals for: uniform law, normal law, exponential law, gamma-distribution, beta-distribution, 
Laplace-distribution and Koshy-distribution. 
 
The spectrum of algorithms involves a set of algorithms of parametric identification in 
autoregressive equation (Isermann, 1981; Isermann and Münchhof, 2011; Ljung and Soderstrom, 
1982; Ljung, 1999; Tsypkin, 1984): algorithms Azerman, Kachmaz, Nagumo-Noda, Least Square 
Estimation (LSE), Recursive Least Square Estimation (RLSE), Avedyan, Rastrigin, Tsypkin, Kalman 
Filtering, the forgetting factor algorithm, Levenberg-Markvard algorithm, algorithms on a basis P- 
and SP- approaches and others. Some algorithms are showed in division 4.1. As a whole, over 53 
algorithms of identification and basic modifications of these algorithms are represented in program 
package. 
 
The quality of identification may be checked by means of various criteria of estimation. Generally 
47 criteria are used in program package. They involve estimations of output errors and estimations 
of parameters of models, estimations of ratio of different variances, a number of point and 
integrated estimations, estimations of speed of convergence, the ratio of errors of a variance, error 
sizes, Least Square Error. 
 
The last remark connects with checking of adequacy of results on real functioning object. Because 
of absence complete mathematical descriptions of system the procedures may be done by means of 
comparison with additional imitation experiments results. They may be very difficult and 
prolonged. 
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Generally the system under investigations was described by means of equation with measured 

inputs )n(xr  and an output )n(y : 

 

)n(v)jn(y)n(A)in(x)n(c)n(y
j

j

r i

rri   , 

where )n(cri , )n(Aj  are the unknown parameters of the system, )n(  is a stochastic disturbance 

presented in form of a discrete-time stationary random signal with expectation 0)}n({E  . 

 
This definition corresponds to the discipline of systems functioning MISO, i.e. multiple input single 
output, for object received by decomposition from object with the discipline of functioning MIMO, 

i.e. multiple input multiple output. By means of range of systems parameters )n(cri , )n(Aj  

different kind of output function )n(y  may be constructed. Among them nonlinear functions are 

more interested. 
 
4.1 The examples of identification algorithms from program package 
 
The some examples of identification algorithms follow below. 
 
Recursive Least Square with Variable Exponential Forgetting 1: 

nnnn G   1 ;       (10) 

)P(PG nn

T

nnnnn  11   ; 

1

1



  n

T

nnnn P)GE(P  ; 

101000 1010   n

T

nnnnn y;;;;;EP  . 

 
Azerman algorithm – 1: 

nn

T

nnnnn )y(sign  11   .      (11) 

 
Kalman filtering algorithm: 

nnnn G   1 ;      (12) 

)PR(PG nn

T

nnnn  121   ; 

11 RP)GE(P n

T

nnn   ; 

][ER;d];dd[ER nnnn

T

nn

2

211    ; 

1000 0  n

T

nnn y;;EP  . 

 

Kachmaz algorithm: 

nn

T

nnnnn )y(  11   .    (13) 
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Nagumo-Noda algorithm: 

)(sign)y( nn

T

nnnnn  11   ;   (14) 

))(sign(y n

T

nn 1 . 

 

Rastrigin – algorithm: 

)(sign)y(sign nn

T

nnnnn  11   .     (15) 

 

Levenberg-Markvard algorithm -1: 

)y()E*( n

T

nnn

T

nnnn 1

1

1 



   .    (16) 

 

Forgetting factor algorithm: 

nnnn G   1 ;       (17) 

)P(PG nn

T

nnnn  11   ; 

1

1



  n

T

nnn P)GE(P  ; 

1000 100  n

T

nnn y;;;EP  . 

 

Tsypkin – algorithm (normal-distribution): 

)y(H n

T

nnnnnn 11    ;    (18)
 

)H(HHHH nn

T

nn

T

nnnnn  1111 1   ; 

1000   ;EH . 

 

Least Squares Method (LS – algorithm): 

    Ndm

T

NdmNdmn yP   ;     (19) 

    1

  )(P Ndm

T

NdmNdm  . 

 

Recursive Least Squares Method (RLSM): 

nnnn G   1 ;     (20) 

)P(PG nn

T

nnnn  11 1   ; 



Galina M. Antonova, Vadim V. Makarov / International Journal of Computational Intelligence and Pattern 
Recognition (2014) Vol. 1 No. 1 pp. 27-43 

 

36 

1 n

T

nnn P)GE(P  ; 

1000 0  n

T

nnn y;;EP  . 

 
Gauss-Newton algorithm -1: 

Y)n(])n[( T

nnn  1

1



  .    (21) 

 
4.2 The examples of criteria for model selection from program package 
 

The some examples of identification criteria follow below. A variable )n(Y0  is output value for real 

system. A variable )n(YM  is output value for model of system. The first criterion is the ratio of the 

variance of the error output to the variance of the output object: 
 

)]n(Y[D/)]n(Y)n(Y[D)n(Crit M 00  . 

The second criterion is the expectation of the output error:    
 

)]n(Y)n(Y[M)n(Crit M 0 . 

The third criterion is the expectation of the square of output error: 
 

]))n(Y)n(Y[(M)n(Crit M

2

0  . 

 

5. The Example of Identification in LP  - Search with Averaging 
 
For illustration of procedures of the region of efficiency recognition an example of investigation of 
data communication system (DCS) with adaptive control of transmitter power through short-wave 

(SW) radio channels with fading will be considered in detail. Majority of applications of LP -search 

with averaging involves optimization-simulation of radio technical systems with different 
appointment. Examples of successful searching of region of efficiency for different complex 
technical systems are described in (Antonova, 2002; Antonova, 2003; Antonova, 2006; Antonova, 
2007; Antonova, 2011; Antonova, 2012; Antonova, 2013). The example of investigation of DCS with 
adaptive control of transmitter power through SW radio channels with fading demonstrates all 

peculiarities of LP -search with averaging method. This system has detailed theoretical 

description and may be used as test task for checking different methods of description of the region 
of efficiency.  
 
DCS isn’t automatic control system. It gets a set of messages in form of electric signals from source 
at input and gives out a set of messages to recipient. Some of them may contain errors. There are a 
lot of transformations fulfilling under input signals. An accurate analytical description for 
connection between input and output signals is absent. In DCS with adaptive control of transmitter 
power through SW radio channels with fading procedure of adaptive control helps decreasing 
energy loss. An optimization problem deals with search of region in input parameter space where 
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data transmission will be effective according to given index of quality. There is no minimization or 
stabilization of difference between real output signal and simulated output signal. An adaptive 
control demands decreasing of power of input signal when the state of wave propagation space is 
good and demands increasing it when the state is bad. Analytical connection between parameters of 
wave propagation space and efficiency of regulation is absent. So different hypotheses may be 
formulated about generalized model of systems functioning and different identification algorithms 
may be used in the process of parametric identification. Identification approach helps choosing 
model of control in system under consideration and fulfills identification of its parameters with 
suitable identification algorithm on the assumption that input and output data from selection are 
results of working of system similar to system described in program package for identification 
approach realization. It is obviously that increasing of diversity of models of control system and 
identification algorithms will allow solve problem of region of efficiency recognition with greater 
probability. 
 
The simulation statistical model for DCS with adaptive control of transmitter power through SW 
radio channels with fading is previously constructed. It is a collection of algorithms which modeling 
all DCS functional blocks (Antonova, 2002; Antonova, 2007; Antonova, 2013). The general model of 
DCS takes into account peculiarities of DCS and divides its description on the model of continuous 
channel and the model of discrete data communication channel. Such decision reflects relationship 
between processes in different kinds of technical devices and provides a more adequate reflection 
of the process of error appearance in data communication trough short-wave radio channel with 
fading. 
 
Under condition of slow interference fading the analytical model of the generalized Gauss channel is 
represented as the four-parameter distribution density or Nakagamy law of the signal-to noise ratio 
at the input of the receiver: 
 

 )/()(w
yx

 2
4 









d]
)msin()mcos(

exp[
y

y

x

x








2

0

2

2

2

2

22
, 

where  # is the module of the complex transfer-coefficient #, 

yx m,m  are the expected values of the orthogonal components of signal x and y, in to which the 

module of the complex transfer-coefficient # can be decomposed, 

22

yx ,  are the variances of these orthogonal components of signal. 

The modeling of a four-parameter distribution can be performed in accordance with the following 
algorithm: 
 

22 )my()mx(
yx

 , 

where x and y are normally distributed random values with zero expected values and variances 

equal to 2

x  and 2

y  respectively. Such algorithm is determined by the physical laws describing the 

transformation of signal in the process of data communication. The quadratic components are 
represented as normal random processes with given correlation functions. 
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All time of the simulation is divided on the intervals of local stationarity istT . Within these intervals 

one can assume the parameters of the signal to be constant. Therefore probability of error per a 
character  
 

const)(fp
i

  .    

 
Under these conditions a generalized Poisson distribution of the interval between errors in the 
limits of the code combinations is proposed for modeling the discrete communication channel. Let's 

choose the expected values yx m,m  and standard deviations yx    as parameters of space of 

coordinates for performing the LP  - search with averaging. The constraints imposed on the 

parameters:  
 

21 xxx MmM  ; 21 yyy MmM  ; 21 xxx   ; 21 yyy   . 

 
The first index of quality is the efficiency of regulation 
 

meanmax P/P , 

where maxP  is the maximum transmitter power, which ensures a given certainty of data 

communication 0p , 





k

i
imean P

k
P

1

1
 is a mean power spent for data communication including sounding. 

 
The second index of quality is the communication reliability: 
 




d)(wN 



0

. 

 
The constraints for quality factors values are as follows: 
 

minNN; 1 . 

 

LP - search with averaging was fulfilled in LP -sequence points with numbers from 1 to 8192. 

Because of DCS with adaptive control of transmitter power through SW radio channels with fading 
is examined with many details, heuristic indicator or making decision rule for points of space of 
parameters choice is defined. The region of efficiency may be described by means of inequality:  
 

ʌ. 50 minm , 

where 
)mm(

)mm(
ʌ

yyxxyx

yxyx

222244

22222

222 






 , minm  is a minimal value of fading depth. 
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minm  is defined from the nonlinear equality: 

 

)m,N(f minmin . 

 
The fading depth is defined as ratio of a mean power of signal spent for data communication system 
to a variance of the instantaneous power of this signal. 
 
Results of 100 imitation experiments were processing with application different identification 
algorithms. Fig. 1 and Fig. 2 show that Kalman algorithm and Kachmaz algorithm give close 
approximation for experimental dependence of the first index of quality (the efficiency of regulation 
in system of data communication) from time. In the Fig. 3 application of Rastrigin algorithm of 
identification is presented. 
 
In the Fig. 3 approximate curve with great color at initial part of picture coincides very badly with 
black curve showing experimental data. Besides the curve with great color has bigger amplitude of 
oscillations. 
 

 
Fig. 1. Application of algorithm of Kalman identification. The black curve is experimental result; the 

grey curve is identification model. 
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Fig. 2. Application of algorithm of Kachmaz identification. The black curve is experimental result; 

the grey curve is identification model. 
 
 

 
Fig. 3. Application of algorithm of Rastrigin identification. The black curve is experimental result; 

the grey curve is identification model  
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The estimates of approximation quality are showed in Table 1. There are numbers of algorithms in 
second column and values of three criteria of estimation of the quality of identification in posterior 
columns. An approximation with Kalman algorithm of identification is the best according to 
mentioned criteria. 
 
Table 1 Comparison of identification algorithms. 

An algorithm Formula’s 
number 

Criterion 

)(

)(

0

0

YD

YYD m

 

Criterion 

}){( 2

0 mYYM 
 

Criterion 

)( mYYM 0  

Recursive Least 
Squares with 
VEF (RLS VEF) 

10 110 9.5 1.5 

Azerman 
algorithm – 1 

11 270 18 -1 

Kalman filtering 
algorithm 

12 105 6 0.25 

Kachmaz 
algorithm 

13 100 9.5 -0.15 

Nagumo-Noda 
algorithm 

14 200 12 -0.15 

Rastrigin 
algorithm 

15 300 21 -2.2 

Levenberg-
Markvard 
algorithm -1 

16 155 9.5 -0.1 

Forgetting factor 
algorithm 

17 110 9.5 1.5 

Tsypkin 
algorithm 

18 110 9.5 1.5 

Least Squares 
Method (LS-
algorithm) 

19 130 24 4 

Recursive Least 
Squares Method 
(RLSM) 

20 580 33 0 

Gauss-Newton 21 160 9.5 -0.15 
 

6. Conclusion 
 
The main result of the paper is checking of possibility identification algorithms using for 
recognition of output signal of complicated technical system presented by imitation model in the 
process of optimization problem solving. For example under consideration output signal is 
transformation of normal distribution values with different parameters, Poisson distribution values 
and four-parameter distribution values. Besides Kalman Filtering algorithm for identification of 
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stationary factors in the equation of object the most effective algorithms were: algorithm of 
Kachmaz, Recursive Least Squares (RLS) algorithm, the Forgetting Factor algorithm, algorithm of 
Tsypkin. 
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