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Abstract

The purpose of this paper is to provide a review of classic as well as recent image registration methods. Image registration method aims to align two or more images of the same scene taken at different times, with different instruments, from different viewpoints. In this process two images (the reference and sensed images) are geometrically aligned. The reviewed approaches are classified according to four basic steps of the image registration procedure: feature detection, control points matching, a design of the mapping function, and image transformation and according to their nature (area based and feature-based). The paper also has an objective to provide a comprehensive study of different image registration methods, regardless of particular application areas.
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1. Introduction

Image registration is one of the most important image processing applications of geometric transformation. It is to find the correspondence between images of the same scene. Many image processing applications like computer vision, medical imaging, and remote sensing require image registration which is a process of overlaying two and more images taken at different times or from different viewpoint, acquired by same/different sensors. To register images, we need to find a geometric transformation function that aligns images with respect to the reference image (Zitova and Flusser, 2003).

Rigid, perspective, affine, projective are commonly used geometric transformations in image registration process. A large variety of registration techniques have been studied for different kind of applications in past years. The objective of this paper is to distinguish between image variations and registration method applied for the particular variation in the image.
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2. Image registration process

As mentioned above Image registration, is widely used in computer vision, remote sensing and medical imaging etc. Depending upon the image acquisition process image registration can be divided into the following categories (Zitova and Flusser, 2003):

(a) Multiview analysis: In this kind of analysis pictures of the same scene are taken from different viewpoints e.g. mosaicking of images of the surveyed area

(b) Multitemporal analysis: In this analysis, images of the same scene are taken at different times under different conditions e.g. landscape planning, monitoring of healing process of a patient (like tumor growth)

(c) Multimodal analysis: Pictures of the same scene are taken by different sensors in multimodal analysis. The objective is to enhance the visualization of the scene e.g. two medical images of a patient may be a PET and MRI scan.

As the technology is developing very fast these days, today's latest technology is no longer tomorrow. So there is a lot of diversity and degradation of images to be registered. Therefore a single method of registration cannot be used for all kinds of images to be registered. Every method is developed for a special kind of images. Generally the image registration process consists of following steps:

2.1 Detection of features

The feature is any portion of the image which can be identified and located easily in both images. The feature can be a point, line and corner. Identification of features can be done manually as well as automatically. These features are represented by their point representation and are called control points. Basically there are two main approaches for feature detection:

2.1.1 Feature based methods

Feature based methods are also known as point based methods. In this approach important features are extracted by using feature extraction algorithms. Important regions (fields, lakes,), lines (region boundaries, roads, rivers) and points (line intersections, points on region corners) are taken as features here. It should be assured that selected features should be found uniquely, efficiently detectable in both images. Fig (2) shows the different steps while implementing a registration process using feature detection.

It is also taken care that features are uniformly spread all over the image. They are more tolerant to local distortions (Zitova and Flusser, 2003). It is expected that features are invariant means stable in time to stay in fixed positions. Feature based methods are used for images having large intensity variations.

Projections of high contrast closed-boundary regions of an appropriate size (Goshtasby et al., 1986; Flusser and Suk, 1994) water reservoirs, and lakes (Goshtasby and Stockman, 1985; Holm, 1991) buildings (Hsieh et al., 1992) forests (Sester et al., 1998) urban areas (Roux, 1996) or shadows (Brivio et al., 1992) are generally considered as the region-like features. Region features are
detected by means of segmentation methods (Pal and Pal, 1993). The resulting registration accuracy is influenced by the accuracy of the segmentation now a days, emphasis is also given to selection of region features invariant with respect to change of scale. The idea of virtual circles, using distance transform I was described by Alhichri and Kamel (Alhichri and Kamel, 2003). Matas and Obdržálek (2002) demonstrated different approach to this problem using Maximally Stable External Regions based on homogeneity of image intensities.

General line segments (Maitre and Wu, 1987; Wang and Chen, 1997; Moss and Hancock, 2002) coastal lines (Shin et al, 1997), object contours (Li et al., 1995; Dai and Khorrnam, 1997; Govindu et al, 1998), roads (Li et al., 1992), or elongated anatomic structures (Vujovic and Brzakovic, 1997) in medical imaging exemplify representation of the line features.

Most commonly used line feature detection methods are Canny detector (Canny, 1986) or Laplacian of Gaussian (Marr and Hildreth, 1980).

The point features group comprises the approaches working with line intersections (Stockman et al, 1982; Vasileisky et al., 1998) road crossings (Roux, 1996; Growe and Tonjes, 1997) centroids of water regions, the most distinctive points with respect to a specified measure of similarity (Likar and Pernus, 1999) and corners (Wang et al., 1983; Hsieh et al., 1992; Bhattacharya and Sinha, 1997).

Computational time necessary for the registration increases as the number of detected points increases. There are several methods available to detect less number of feature points without degrading the quality of registration method.

2.1.2 Area based methods
Area based methods are often used for template matching in which the orientation of template is found in the reference image. So the first step of feature detection is omitted in Area based methods.

Fig (3) shows the different steps while implementing a registration process using template matching.

2.2 Corresponding features matching
Once the features are detected in reference image and sensed image, need to be matched respectively using the spatial relationship between the features. Detected features can also be matched using image intensity values in their close neighborhood.

2.2.1 Feature based methods
As we know that detected features are called control points in both reference image and sensed image. In feature matching step, the pair wise correspondence is calculated between detected features using their spatial distribution or their different descriptors of features.

Spatial relations based methods are used when there is obscure information about the detected features or their neighborhoods are locally distorted. The information about the distance between the CPs and about their spatial distribution is exploited.
Goshtasby (Goshtasby and Stockman, 1985) purposed the registration method based on the graph matching algorithm. (Stockman et al., 1982) in their paper developed a Clustering technique to match points connected by abstract edges or line segments.

Estimation of correspondence of features using their description is an alternative approach to methods exploiting spatial relationships. Features with the most similar invariant descriptions are paired as the corresponding ones from the sensed and reference images. The feature characteristics and the assumed geometric deformation of the images decide the choice of the type of the invariant description. While looking for the best matching feature pairs in the space of feature descriptors, the minimum distance rule with thresholding is generally applied. The matching likelihood coefficients (Flusser, 1995) for better handling of questionable situations can be an appropriate and a more robust algorithm solution. Guest et al. demonstrated the selection of features according to the reliability of their possible matches (Guest et al., 2001).

The image intensity function itself is the simplest feature description, limited to the close neighborhood of the feature (Abdelsayed et al., 1995; Lehmann, 1998). The Cross Correlation is computed to estimate the feature correspondence on these neighborhoods.

Ventura et al. (Ventura et al., 1990) used a multi value logical tree to represent relations among image features by various descriptors (ellipticity, angle, thinness, etc.) Then they find the feature correspondence after comparing the multi value logical trees of the reference and sensed images. Brivio (Brivio et al., 1992) also applied multi value logical trees together with moment invariants.

2.3 Estimation of geometric transformation
After establishing the feature correspondence, Geometric transformation function also known as mapping function is constructed. Geometric transformation function (mapping function) maps the feature of one image on to the locations of matching features in sensed image. Generally a particular parametric transformation model is chosen depending upon the capture geometry of sensed image. In some methods, while searching for feature correspondence also estimate parameters of mapping function simultaneously, thus combine this step with previous i.e. second step. Sensed image should be transformed to overlay over the reference one.

When the sensed image transformation is employed in the mapping function design, correspondence of the CPs from the sensed and reference images together with the fact that the corresponding CP pairs should be as close as possible.

The problem is solved by choosing the type of the mapping function and its parameter estimation. The assumed geometric deformation of the sensed image, the method of image acquisition and required accuracy of the registration decide the type of the mapping function (Zitova and Flusser, 2003). Depending upon the amount of image data mapping functions, models of mapping functions can be classified into two broad categories.

2.3.1 Global models
These kinds of models use all the control points to estimate only one set of mapping functions, which is used for the entire image. Similarity transform is the simplest global model. The most common transformations are rotation, shear and scaling. Transformation is a mapping from one
vector space to another, consisting of a linear part, expressed as a matrix multiplication, and an additive part an offset or translation. Fig. (1) Shows the several similarity transformations applied to an image. As a mathematical and computational convenience, the transformation can be written as

\[
\begin{bmatrix}
 x \\
y \\
1
\end{bmatrix} = \begin{bmatrix}
w \\
z \\
1
\end{bmatrix} T
\]

where \( T \) is affine matrix (transformation matrix).

2.3.1.1 Rotation transformation

\[
T = \begin{bmatrix}
cos(r) & sin(r) & 0 \\
-sin(r) & cos(r) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

‘\( r \)’ specifies the angle of rotation.

2.3.1.2 Scaled Transformation

\[
T = \begin{bmatrix}
sx & 0 & 0 \\
0 & sy & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

\( sx \) specifies the scale factor along the x axis
\( sy \) specifies the scale factor along the y axis.
2.3.1.3 Shear Transformation

\[
T = \begin{bmatrix}
1 & sh_y & 0 \\
sh_x & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\]

- \(sh_x\) specifies the shear factor along the x axis.
- \(sh_y\) specifies the shear factor along the y axis.

A similarity transformation preserves angles between lines and changes all distances in the same ratio. Similarity transformation is also called ‘shape preserving mapping’.

2.3.2 Local models

In this type of modeling, only one set of mapping function cannot be used for the entire image. Here the image is broken into a number of parts and each part is considered a separate image. Also the parameters of mapping function are defined for each part separately.

The Superiority of the local registration methods over the global ones is shown by Goshtas (Goshtasby, 1988), Ehlers and Fogel, 1994; Wiemker et al., 1996; Flusser, 1992. The weighted least square and weighted mean methods are used to register images locally by adding the slight variation to the original least square method (Goshtasby, 1998). The local methods called piecewise linear mapping (Goshtasby, 1986) and piecewise cubic mapping (Goshtasby, 1987) together with the Akima’s quintic approach (Weimker et al.,1996) apply the combination of the CP-based image triangulation and of the collection of local mapping functions each valid within one triangle. These approaches belong to the group of the interpolating methods.

2.4 Resampling image

Mapping functions estimated in above step are utilized to transform the sensed image and then to register the image. Transformation of each pixel from the sensed image can be done directly using the estimated mapping functions. It is called a forward method approach but implementation is complicated. But due to the discretization it can produce holes and overlaps in the output image.

So another approach called the backward approach is usually used. In this approach the registered image data from the sensed image are estimated using the coordinates of the target pixel (the same coordinate system as of the reference image) and the inverse of the estimated mapping function. The image interpolation takes place in the sensed image on the regular grid. In this way neither holes nor overlaps can occur in the output image.

The interpolation itself is usually realized via convolution of the image with an interpolation kernel. A survey article covering main interpolation methods is published by Lehman et al., 1999; Parker et al. 1983, presented a comparison of interpolating methods for 2D image re-sampling where as Grevera and Udupa showed 3D image interpolation methods (Grevera and Udupa, 1998).
Fig 2. Image registration process using feature detection.
3. Current trends and future scope

Various methods have been studied in literature to register images. The feature based method uses features like edges, corners, point of intersection, centers of Contours etc. for sensed image with reference image. But it is a manual method and thus time consuming. The Correlation method is used as a similarity measure in area based method. It is seen that correlation method shows match on multiple points in natural images like scenery or buildings. So the method combining image features with correlation method have many advantageous properties of both feature-based as well as area based. It overcomes the limitation of the intensity based method. A lot of work is being done but automatic image registration is still an open problem. Image registration with local distortions, complex nonlinear, multimodal registration, and registration of N-D images are most challenging tasks at this moment.

When registering images with non-linear, local geometric distortions, we come across with two basic problems. The first problem is how to match the CPs. While the second problem is how to choose mapping functions for registration as sometimes it is difficult to discriminate the image deformation and real changes occurred in the scene. An automatic matching method cannot be used for matching of control points (first problem) as the deformation between images is arbitrary (Zitova and Flusser, 2003).

Computational complexity is also one of the major problems during N-D image registration. In the future, we need to develop an expert image registration method derived from a combination of various approaches which takes care of the type of the given task and provides an appropriate solution.
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